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Abstract. Music exists primarily as a medium for the expression of
emotions, but quantifying such emotional content empirically proves a
very difficult task. Myriad features comprise emotion, and as such mu-
sic theory provides no rigorous foundation for analysis (e.g. key, mode,
tempo, harmony, timbre, and loudness all play some roll), and the weight
of individual musical features may vary due to the expressiveness of dif-
ferent performers. In previous work, we have shown that the ambiguities
of emotions make the determination of a single, unequivocal response
label for the mood of a piece of music unrealistic, and we have instead
chosen to model human response labels to music in the arousal-valence
(A-V) representation of affect as a stochastic distribution. Using multi-
track sources, we seek to better understand these distributions by ana-
lyzing our content at the performer level for different instruments, thus
allowing the use of instrument-level features and the ability to isolate af-
fect as a result of different performers. Following from the time-varying
nature of music, we analyze 30-second clips on one-second intervals, in-
vestigating several regression techniques for the automatic parameteriza-
tion of emotion-space distributions from acoustic data. We compare the
results of the individual instruments to the predictions from the entire
instrument mixture as well as ensemble methods used to combine the
individual regressors from the separate instruments.

Keywords: emotion, mood, machine learning, regression, music, multi-
track

1 Introduction

There has been a growing interest in the music information retrieval (Music-IR)
research community gravitating towards methods to model and predict musical
emotion using both content based and semantic methods [1]. It is natural for
humans to organize music in terms of emotional associations, and the recent ex-
plosion of vast and easily accessible music libraries has created high demand for
automated tools for cataloging, classifying and exploring large volumes of mu-
sic content. Crowdsourcing methods provide very promising results, but do not
perform well outside of music that is highly-popular, and therefore leave much
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to be desired given the long-tailed distribution of music popularity. The recent
surge of investigations applying content-based methods to model and predict
emotional affect have generally focused on combining several feature domains
(e.g. loudness, timbre, harmony, rhythm), in some cases as many as possible,
and performing dimensionality reduction techniques such as principal compo-
nent analysis (PCA). While using these methods may in many cases provide
enhanced classification performance, they provide little help in understanding
the contribution of these features to musical emotion.

In this paper, we employ multi-track sources for music emotion recognition,
allowing us to extract instrument-level acoustic features while avoiding corrup-
tion that would usually occur as a result of noise induced by the other instru-
ments. The perceptual nature of musical emotion necessarily requires supervised
machine learning, and we therefore collect time-varying ground truth data for
all of our multi-track files. As in previous work, we collect data via a Mechani-
cal Turk human intelligence task (HIT) where participants are paid to provide
time-varying annotations in arousal-valence (A-V) model of affect, where valence
indicates positive vs negative emotion, and arousal indicates emotional intensity
[2]. In this initial investigation we obtain these annotations on our full multi-
track audio files, thus framing the task as predicting the mixed emotion from the
individual instrument sources. Furthermore, we model our collected A-V data
for each moment in a song as a stochastic distribution, and find that the labels
can be well represented as a two-dimensional A-V Gaussian distribution.

In isolating specific instruments we gain the ability to extract specific acous-
tic features targeted at each instrument, allowing us to find the most informa-
tive domain for each. In addition, we also isolate specific performers, potentially
allowing us to take into account performer-level affect as a result of musical ex-
pression. We build upon our previous work modeling time-varying emotion-space
distributions, and seek to develop new models to best combine this multi-track
data [3-5]. We investigate multiple methods for automatically parameterizing an
A-V Gaussian distribution, effectively creating functional mappings from acous-
tic features directly to emotion space distribution parameters.

2 Background

Prior work in modeling musical emotion has explored content based and semantic
methods as well as combinations of both models [1]. Much of the work in content
based methods focuses on training supervised machine learning models to predict
classes of emotion, such as happy, joyful, sad or depressed. Several works also
attempt to classify songs into discretized regions of the arousal-valence mood
space [6-8].

In addition to classification, several authors have successfully applied regres-
sion methods to project from high dimensional acoustic feature vectors directly
into the two dimensional A-V space [9,8]. To our knowledge, no one has at-
tempted to leverage the separate audio streams available in multi-track record-
ings to enhance emotion prediction using content based methods.
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3 Dataset

We selected 50 songs spanning 50 unique artists from the RockBand® game and
created five monaural stem files for each song. This is the same dataset (plus 2
additional songs) that we used in a previous paper for performing analyses on
multi-track data[10,11]. A stem may contain one or more instruments from a
single instrument class. For example, the vocal track may have one lead voice
or a lead and harmony or even several harmonies as well as doubles of those
harmonies. Each stem only contains one instrument class (i.e. bass, drums, vo-
cals) excepting the backup track which can contain audio from more than one
instrument class. For each song there are a total of six audio files - backup,
bass, drums, guitar, vocals and the full mix, which is a linear combination of the
individual instruments.

To label the data, we employed an annotation process based on the
MoodSwings game outlined in [2]. We used Amazon’s Mechanical Turk and
rejected the data of users who did not pass the verification criteria of consistent
labeling on the same song and similarity to expert annotations. For the 50 songs
in our corpus there is an average of 18.48 &+ 3.05 labels for each second with a
maximum of 25 and a minimum of 12. A 40 second clip was selected for each
song and the data of the first 10 seconds was discarded due to the time it takes a
user to decide on the emotional content of the song [12]. As a result, we are using
30 second clips for our time varying prediction of musical emotion distributions.

4 Experiments

The experiments we perform are similar in scope to those presented in a previous
paper which utilized a different dataset [4]. This allows us to verify that we
attain comparable results using instrument mixtures and provides a baseline to
compare the results from the audio content of individual instruments.

4.1 Overview

Acoustic features are extracted from each of the five individual instrument files
as well as the final mix and are described in more detail in Section 4.2. We use
linear regression to calculate the projection from the feature domain of each
track to the parameters of the Gaussian distribution that models the labels at
a given time.

7O FOTW, = [0 0 8 5 50 )

Here | 1(t) - ft(t)] are the acoustic features, W; is the projection matrix, p, and

1, are the means of the arousal and valence dimensions, respectively, and 3 is
the 2 x 2 covariance matrix. For an unknown song, W, is used to predict the dis-
tribution parameters in the A-V space from the features for track ¢. The regressor
for each track can be used on its own to predict A-V means and covariances.
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Fig. 1: Acoustic features are computed on each individual instrument file and a
regression matrix is computed to project from features to a distribution in the
A-V space. A different distribution is computed for each instrument (B/D/P/V)
and the mean of the distribution parameters (gray circle) is used as the final
A-V distribution.

We also investigate combinations of the individual regressors to reduce the error
produced by a single instrument model. In these cases, the final prediction is a
weighted combination of the predictions from each individual regressor

K
9 = Z?TKQK (2)
k=1

where 0 = [uy pa 211 X12 o] and 7y is the mixture coefficient for each re-
gressor. In this paper, we try the simplest case which averages the predicted
distribution parameters to produce the final distribution parameter vector. Fig-
ure 1 depicts the test process for an unknown song.

Having a small dataset of only 50 songs, we perform leave-one-out cross
validation (LOOCYV), training on 49 songs and testing on the remaining song.
This process is repeated until every song has been used as a test song.

4.2 Acoustic Features

We investigate the performance of a variety of acoustic features that are typ-
ically used throughout the music information retrieval (Music-IR) community
including MFCCs, chroma, spectrum statistics and spectral contrast features.
The audio files are down-sampled to 22050 Hz and the features are aggregated
over one second windows to align with the second by second labels attained from
the annotation task. Table 1 lists the features used in our experiments [13-16].
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Feature Description
MFCC Mel-Frequency Cepstral Coefficients (20 dimensions)
Chroma Autocorrelation The autocorrelation of the
12 dimensional chroma vector
Spectral Contrast Energy in spectral peaks and valleys

Statistical Spectrum Descriptors Statistics of the spectrum (spectral shape)

Table 1: Acoustic features used in the experiments.

5 Results

We perform experiments using the audio of individual instruments, the full in-
strument mixture and combinations of the individual instruments. We also com-
pare the results of using different features for each track.

Table 2 shows the results for the regressors trained on individual instruments.
The mean average error is the average euclidean distance of the predicted mean
of the distribution from the true mean of the distribution across all cross vali-
dation folds. Since we are modeling distributions and not just singular A-V co-
ordinates, we also compute the one-way Kullback-Liebler (KL) Divergence from
the projected distribution to the true distribution of the collected A-V labels.
The table shows the average KL divergence for each regressor averaged across
all cross validation folds. We observe that the best regressor for bass, drums and
vocals is attained using spectral contrast features and the best regressor for the
backup and drum tracks is computed using spectral shape features. It is notable
that chroma features perform particularly poor in terms of KL divergence but
are only slightly worse than the other features at predicting the means of the
distribution.

We also consider combinations of regressors which are detailed in Table 3.
The ‘Best Single’ row shows the best performing single regressor in terms of A-V
mean prediction using each feature. The second row in the table includes the
results of averaging the predicted distribution parameters for all five individual
instrument models for the given feature. Lastly, ‘Final Mix’ lists the average
distance between the predicted and true A-V mean when projecting from features
computed on the final mixed track. We note that averaging the models improves
performance for all of the best single models excepting the spectral contrast
feature. Comparing the averaged models to the prediction from the final mix,
the averaged single instrument regressors perform better for MFCCs and spectral
shape features but do not perform as well as the final mixes when using chroma
or spectral contrast features.

In Figure 2 we see examples of both the predicted and actual distributions for
a 30 second clip from the song Hysteria by Muse. Both the true and estimated
distributions get darker over time as do the data points of the individual users.
The predictions for the individual instruments (a-e) are shown along with the
average of the predictions for all the instruments (f).
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Feature Instrument Average Mean Average KL
Distance Divergence
Backup 0.152 +0.083 1.89 +2.34
Bass 0.141 £0.070 1.26 +£1.29
MFCC |Drums 0.140 £0.075 1.17+£1.52
Guitar 0.133 £+ 0.066 1.22+1.40
Vocals 0.134 £0.071 1.41+1.81
Backup 0.145 +£0.125 1.86 +5.93
Bass 0.140 £0.076 1.21 +1.38
Spectral |Drums 0.139 £0.071 1.20+1.88
Contrast |Guitar 0.125+0.063 1.06 +1.42
Vocals 0.129 £0.065 1.00+1.32
Backup 0.1324+0.068 1.25+1.91
Bass 0.142 £ 0.071 1.31+£1.63
Spectral |Drums 0.131 +£0.072 1.03+1.38
Shape |Guitar 0.134 £ 0.063 1.12+1.42
Vocals 0.133 £ 0.067 1.12+1.47
Backup 0.153 +£0.084 10.85 £ 15.6
Bass 0.159 £+ 0.084 5.35+6.13
Chroma |Drums 0.162 £ 0.089 2.87+£3.01
Guitar 0.147 £ 0.074 2.66 +4.33
Vocals 0.154 +£0.078 5.994+104

Table 2: Mean average error between actual and predicted means in the A-V
coordinate space as well as Kullback-Leibler (KL) divergence between actual
and predicted distributions. The value of the best performing feature for each
instrument is in bold.

6 Discussion

In this initial work we demonstrate the potential of utilizing multi-track repre-
sentations of songs for modeling and predicting time varying musical emotion
distributions. We achieved performance on par with what we have shown pre-
viously with a different corpus using similar techniques and a simple averaging
of a set of regressors trained on individual instruments. Using more advanced
techniques to determine the optimal combinations and weights of instruments
and features could provide significant performance gains compared to averaging
the output of all the models. There are a variety of ensemble methods for regres-

Features
Chroma Contrast MFCC Shape
Best Single 0.147 £0.074 0.125+0.063 0.1334+0.066  0.131 +0.072

0.126 £0.066 0.124 +0.061 0.129 £ 0.064
0.132 £ 0.066

Avg Models
Final Mix

0.142 £ 0.075
0.141 +£0.073 0.124+0.066 0.129 £ 0.069

Table 3: Results from different combinations of single instrument regressors
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(d) Drums (e) Vocal (f) Averaged Prediction

Fig.2: Actual (red) and predicted (green) distributions for Hysteria by Muse.
The color of the distribution gets darker over time as does the color of the
individual data points.

sion that would be applicable to learning better feature and model combinations
for regression in the A-V space. We hope to infer, from the results of such ex-
periments, whether certain instruments contribute more to invoking emotional
responses from humans.

The results shown in these experiments are encouraging, especially in the
performance gains in the case of the MFCC features. An interesting result is
that each individual instrument spectral contrast prediction performs better
than that of MFCCs, but the MFCC multi-track combination is the top per-
former equal with spectral contrast on the full mix. This result highlights that
the highest performing feature on a single track might not be the same one that
offers the most new information to the aggregate track prediction. As a result,
in future work we plan to investigate feature selection for this application, per-
forming a number of experiments with different acoustic feature combinations
to determine the best acoustic feature for each instrument in the multi-track
prediction system.
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